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گیـري   در هر دو سیستم ماژول تصـمیم  :در هر گروه HMMو دیگري با چند  HMMبراي دو سیستم، یکی با یک  RUCمنحنی  :)6(شکل 
 ۀمجموع ـ ۀحمل ـ 45حملـه از   44بـا کشـف    HMMمقدار آستانه، سیستم با مجموعـه  ازاي بیشترین  به. کار گرفته شده است مقدار آستانه به

ل بالا بودن نرخ مثبـت کـاذب در   یاما به دل ؛دباش بهتري می ROCحمله را شناسایی کرده است، داراي  39آزمایشی نسبت به دیگر سیستم که 
  .ها رقم خورده است هر دو سیستم، دقت تشخیص نامناسبی براي آن

  

  گیري یجهنت -6

نفوذ بـراي   صیسیستم تشخیک  در این مقاله
هاي کاربردي  برنامههاي مخرب علیه  حمله کشف

جاي استفاده از  است که به شدهتحت وب معرفی 
 به عنـوان یـک گـروه    HMM، از چندین HMMیک 

HMM  ــه ــت ب ــک   جه ــارگیري تکنی ــراي  MCSک ب
ــازيلمد ــی سـ ــده از  ویژگـ ــتخراج شـ ــاي اسـ  هـ

ه به سرور وب استفاده ل شدهاي ارسا وجو پرس
هاي حاصل  طوري که با ادغام خروجی به؛ کند می
دقــت بیشــتري در  ي یــک گــروه، بــههــاHMM از

ــودن   مدل ــال بـ ــزان نرمـ ــین میـ ــازي و تخمـ سـ
ایـن   از سوي دیگر .هاي مزبور دست یابد ویژگی
جهت  جاي استفاده از یک مقدار آستانه به سیستم
واست گیري نرمال یا حمله بودن یک درخ تصمیم

HTTP هـا و قــوانین فــازي و   ، بـا تولیــد مجموعــه
تـرین نـرخ    بـه پـایین   ،گیري استنتاج فـازي کار به

یـن منظـور   بـراي ا  .اسـت  فتهدست یامثبت کاذب 
کــه داراي  HMM گـروه خروجـی حاصـل از هـر    
بـه مقـادیر    ،باشـند  مـی  ارزش امنیتی خاص خود

سپس موتـور اسـتنتاج بـا    . شوند فازي تبدیل می
ز قـــادیر فـــازي و بـــا اســـتفاده ادریافـــت آن م

طور دستی ایجاد  ها و قوانین فازي که به مجموعه
درخواسـت  اند، نرمال و یا حمله بـودن یـک    شده

HTTP ایـن   کـار بـردن   بـا بـه   .کند را مشخص می
هـاي   راهکارها، سیستم پیشنهادي در کشف حمله

و از طرفی  یابد میجدید به عملکرد مناسبی دست 
الی کـه نزدیـک بـه مـرز     هـاي نرم ـ  با درخواسـت 

طـور انعطـاف پـذیري     باشند، بـه  گیري می تصمیم



 

 

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
 

    
    

    
    

 
    

    
 

    
    

  
    

    
    

 
    

    
    

    
    

    
    

    
    

    
    

    
    

    
  

جل
م

ـ
 فن

ه
ـ

لاع
اط

ي 
ور

ا
ـ

ت 
ا

ی 
حـ

طرا
در 

دس
مهن

 یـ

86 

کند و نرخ مثبت کاذب را تا حد قابـل   برخورد می
انجـام  هـاي   طـی آزمـایش   .دهـد  قبولی کاهش می
با نرخ مثبـت   پیشنهادي ، سیستمشده در این کار

تمــامی و کشــف  79/00/0کــاذب قابــل قبــول   
بت به آموزشی نس ۀهاي موجود در مجموع حمله

سیسـتم تشـخیص نفــوذي کـه از مقـدار آســتانه     
بـا نـرخ مثبـت    (  گیري استفاده کرده جهت تصمیم

  .، بهبود یافته است)٪16/3کاذب

گیــري را  عنـوان کـار آینـده، مـاژول تصـمیم      بـه 
هـا و   توان طوري پیکربنـدي نمـود کـه مجموعـه     می

ثیر أفازي نسبت به عملکرد سیسـتم تحـت ت ـ  قوانین 
و یـا نیمـه   ازماندهی خودکـار  قـرار گیرنـد و بـا س ـ   

مجدد آنها، بتـوان بـه نتـایج بهتـري دسـت       خودکار
شـکل گیـرد   اي  يگیر تصمیم در واقع ماژول .یافت

  .که داراي قابلیت یادگیري باشد
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Distributed Queue Model for Non Real-Time Traffic Storage in the Future IPv6 
Networks  
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Abstract  

In the future Internet, due to the extensive Quality of Service (QoS) and traffic/flow management 
schemes developed for real-time traffics, the packet drops that occur in the non real-time and delay 
tolerant traffics increase significantly especially over the access networks. Furthermore temporary 
out of coverage which is common in wireless and mobile networks also leads to early packet drops. 
This packet drops in turn, cause considerable degradation of performance especially for large packets 
and over the long paths due to retransmission in upper layer. To address this issue, we propose the 
Distributed Queue Storage (DQS) for delay-tolerant traffics. This technique utilizes a preconfigured 
routing loop in order to construct a virtual storage over the queues of all routers in the loop. 
Therefore instead of early drop, non real-time and delay tolerant traffics can be sent backward or to 
the neighbor networks which have considerable resources compared to the network which is the next 
destination of the packet, to be returned to the router with some delay. We present the DQS model 
and focus on its loop-delay storage dynamic capacity. The parameters that affect this capacity are 
also discussed. In addition, we show that the loop-delay dynamic capacity only depends on the 
forwarding rate of the routers and the loop delay.  
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1- Introduction 

In the future Internet the packet loss/ discard 
that occurs due to the network errors decreases 
to a negligible rate especially over the core 
networks. Many efforts have been made to 
make the future Internet ultra-fast, reliable and 
robust to multiple failures [1-3]. However, 
since the high priority and real-time traffic 
flows have received significant attention over 
the past years, it is expected that the 
purposefully packet drop significantly 
increases especially over the boundaries of 
access networks. All of the traffic 
management and QoS schemes simply force 
the routers to drop the packets when facing 
resource constrains or unreachability of the 
destination. According to these schemes 
routers generally:(1) discard the packets 
randomly due to insufficient queue space [4-
6], (2) discard low priority and non real-time 
packets for reserving or dedicating the 
resources to the packets with higher priority 
[3, 7, 8], (3) discard the packets according to 
the traffic shaping algorithms [9, 10], and (4) 
discard the packets immediately when the 
destination is unreachable. It is notable that 
whatever the reason is, most likely the packets 
belonging to non real-time traffic are chosen 
to be dropped[11, 12]. On the other hand, if 
any packet drop occurs even at the end of the 
delivery path (e.g. an access network near the 
destination), the content of the IP packet 
should be retransmitted through the whole 
path from the source to the destination which 
is inefficient especially for large packets and 
long paths. In the literature, there is no policy 
to send the packet backward or to send it to 
one of the neighbour networks and receive it 
later. 

In this paper, we propose a novel approach 
that utilizes a pre-planned routing loop and the 
network delay in order to temporarily 
maintain the non real-time and delay tolerant 
traffics in the network, and prevent them from 
earlydrop when routers face resource 
constrains (which is common in access 

networks) or temporary out of coverage 
(which is common in wireless and mobile 
networks[13-15]). Furthermore, this technique 
enables routers and networks to share their 
resources/memories in the form of Distributed 
Queue Storage (DQS). Since the DQS 
performance strongly depends on its storage 
capacity, we focus on the storage 
specifications of the proposed technique and 
its loop-delay dynamic capacity.  

The paper is organized into sevensections.In 
the next section, we provide a brief discussion 
on the background of the loop-delay storages 
on the network. In section 3, we discuss 
specifications and characteristics of the 
dynamic loop storage, and the parameters 
affecting it. In section 4, we present the design 
and implementation of the technique. 
Evaluating the proposed technique and 
measuring the dynamic capacity of DQS 
based onanalytical modeland simulation 
results, is the content of section 5.We also 
compare the results obtained from the 
analytical model with the results generated 
from the simulation in section 5.Section 6 
discusses the challengesof the work and 
section 7 concludesthe paper and proposes the 
future direction of the research.  

2- Loop-Delay Storage Background 

In the area of optical networks several 
researches have been carried out that utilize 
the delay and loop in order to form a full 
optical buffer. These techniques can be 
categorized into two groups: the first group 
which focuses on utilizing the loop and delay, 
and the second group that utilizes the delay by 
only decreasing the light’s propagation speed. 
In the techniques that utilize the loop and 
delay in order to construct the storage, instead 
of converting the optical data to electric 
pulses, they are temporarily kept in an optical 
fibre in a closed loop which is called Optical 
Buffer [16-20]. Specific parameters of Optical 
Buffer like the capacity, read/write method 
and storage time have not been standardized 
yet, however it is one of the great hopes to 
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achieve the future all-optical switching 
networks [2, 18]. In the second group, 
researchers focus on utilizing the delay for 
storing optical data with decreasing the speed 
of light which increases the propagation 
delay[21, 22]. The aim of the reviewed novel 
researches and other similar efforts is to move 
toward full-optical switches and routers with 
is the revolutionary step in performance of the 
future networks. Therefore these efforts are 
limited to physical/MAC Layer 
structures.However, this means that the bed of 
the loop-delay storage must be coherent and is 
limited to fiber optic medium. Compared to 
these efforts, we propose our technique for IP 
layer.Implementing the distributed loop-delay 
storage buffer in the IP layer enables the 
physically heterogeneous networks to easily 
communicate and share the resources. 

2- Distributed Queue Storage (DQS) Scheme 

In IP networks, when the destination is not 
available orwhen the packet cannot be stored 
locally, the routers immediately discard the 
packet [23]. DQS aims to give the routers 
another choice in these circumstances but only 
for none-real-time and delay-tolerant traffic 
flows. DQS can be utilized when: (1) the 
packet cannot be forwarded to the destination 
route and (2) the packet cannot be injected to 
the queue or should be removed from the 
queue upon arrival of a packet with higher 
priority (3) the router is located in boundaries 
of different networks in term of resources. 

In DQS, the router that forwards its receiving 
packets to the loop (we call it initiator router 
hereafter) keeps on forwarding the packet to 
the loop (e.g. backward or neighbour 
networks) until one of the following 
conditions are met: (1) the initiator router 
becomes capable of storing the packet locally, 
(2) the initiator router becomes capable of 
forwarding the packet to the destination, or (3) 
the packet expires according to the number of 
hops it traversed and the time it spent in the 
loop. 

The proposed technique is applicable on both 
IPv4 and IPv6 networks and we expect 
identical results from both. We shall try to 
explain DQS design and implementation on 
both IPv4 and IPv6 headers. However, the 
focus is on IPv6 because of the application of 
the proposed technique on future high speed 
networks. Furthermore, issues like 
fragmentation and packet loss have a 
significant negative effect on reliability of the 
technique. Fragmentation for IP packets is not 
allowed in IPv6 [24] and as mentioned in 
section 1, we assume that the packet loss 
decreases to a negligible rate over the future 
networks. 

To be able to have a flow of packets over the 
IP networks, the three following steps should 
be taken: 

The first step is to construct a persistent 
routing loop on the delivery path for FIP 
(Floating IP) packets. This procedure can be 
performed only once in the network by 
configuring at least two routers over the loop 
path in order to forward the marked FIP 
packets to each other. For constructing the 
routing loop, techniques like  Network 
Address Translation (NAT) [25], Static 
Route,and Tunnelling can be used. However, 
constructing a pre-planned routing loop is out 
of scope of this paper. In our previous works, 
we conducted a series of pilot studies to 
investigate the feasibility of constructing a 
routing loop and maintaining IP packets in the 
network for desired time [26, 27]. In this 
paper we only assume that when an initiator 
router sends a FIP packet on one of its 
interfaces, it receives the packet with small 
delay on the same interface.  

A pre-agreed unique Differentiate Service 
(DiffServ) code point [27]is used for the FIP 
packets over the entire loop domain. IPv6 
standard header contains two fields that carry 
QoS-related information. The first field is 
Traffic Class (TC) in IPv6 header (or 
previously Type of Service (TOS) in IPv4. 
This field has several different 
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standardizations in the literature butall of them 
aim to mark the packets for intermediate 
routers and enable them to provide a certain 
level of QoS for these packets. TC, when 
interpreted based on the definition in RFC-
2474[27],is called Differentiated Service 
(DiffServ) field and its specific values are 
called Code Points.Using TC field, Packets 
are marked by initiator router whenever 
needed to be forwarded to the loop.  

The third step is to prevent the packet from 
both early drop and infinite looping. The 
number of loop iterations for each individual 
FIP packet is controlled by the router that 
initiates the loop through resetting the Hop 
Limit (HL) field in the packet header. Hop 
Limit in IPv6 [24] header is identical to Time 

to Live (TTL) in IPv4 [28] and its maximum 
is 255 (1Byte). Routers are required to reduce 
the HL by at least one when forwarding 
packets [29]. Any packet with zero HL will be 
discarded. In DQS, only for the first time the 
initiator router resets the HL of the FIP packet 
to a desired value (and changes the DiffServ) 
before forwarding it to the loop. HL value 
should be carefully selected with respect to the 
number of hops and the estimated loop delay. 

3- DQS Design Model 

Table 1 summarizes the characteristics of the 
DQS storage. Majority of the storage 
specifications depend on the network 
parameters.  

 
 

Table (1): DQS Storage Specifications 
Attribute Value 

Storage Type Buffer -to temporarily store IP packets 
Storage 

Application 
Queue -distributed queue on the 

network 
Storage 

Medium 
Hardware -intermediate routers’ local 

memory 
Network –Loop-delay dynamic 

capacity  
Storage 

Capacity 
Factor of the loop -dynamic & 

controllable 
Storage Time Limited -several nanoseconds to 

several seconds 
Access Method Frequently access -serial & periodical 

Access Time Factor of the loop -variable in a 
predictable range 

Data Structure Packet 
Write Method Routing –reroute to the loop 
Read Method Frequently access –serial & periodical 

Removing 
Method 

Routing –reroute from the loop or 
time-out 

Reliability Factor of the loop –depends on the 
network 

Robustness Factor of the loop –weak 
Security Factor of the loop –depends on the 

loop 
Power 

Consumption 
High 

 

As can be seen from this table, the access 
method of the technique is serial. Reliability 
of the technique depends on the infrastructure 
of the network. The network that maintains 
the packet is the same network that carries the 
packet, and the risk of subsequent forwarding 

of the packet is equal to the first time. One of 
the disadvantages of the technique is that any 
network failure in one of the links in the loop 
leads to immediate loss of the entire data. The 
DQS technique increases the power 
consumption and the traffic on the 
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intermediate routers and the links. Therefore 
the technique is desirable for the networks 
where power is not a critical issue. Using 
tunnelling as the loop construction technique 
provides security. The operations shown in 
Table 1 can be summarized as follows: 
whenever the router decides to maintain a 
packet in DQS queue, it forwards the packet to 
the loop (Write) and will frequently receive 
the packet (Read) in almost equal time slots. 
The packet is then queued locally, delivered to 
the destination, or expired (Removing) in the 
subsequent loop iterations. 

4- DQS System Capacity 

In this section we focus on the DQS storage 
capacity based on the model presented in 
Figure 1 and discuss the parameters that affect 
it based on both analytical model and 
simulation results. Then we compare the 

results to validate the proposed model. The 
aggregation of the routers’ memories in the 
loop introduces a static capacity, though the 
focus of our experiments is only on the 
dynamic capacity of the loop and the Total 
Number of the Packets (TNP) that can be kept 
in the routing loop excluding the traditional 
static/hardware memories. 

4-1- Analytical Model 

Initially we make several assumptions in this 
section to simplify our discussion. In the 
model presented in Figure 1, we assume that 
all routers and links are identical and routers 
have equal queue sizes. We divide DQS 
storage capacity into two parts: the routing 
loop-delay dynamic storage capacity and the 
aggregation of routers’ queue in the loop.  

 

 

 
Figure (1): DQS Model for Capacity  

  
 

First we focus on the loop dynamic storage 
capacity. In Figure 1, S is the Source Node, Rx 
and Qx represent each router and its queue 
with index x.  TSis the traffic coming from S 
(Pkts/s). TD is the DQS traffic which is 
redirected to the loop by Rm and periodically 
circulates the loop (Pkts/s).TMax is the 
maximum forwarding rate of Rm (Pkts/s), and 
represents the maximum traffic in terms of the 
number of packets that can be handled by 
Rmand its immediate next link (also can be 
considered as available bandwidth in terms of 

the number of packets). We define tRL as the 
time it will take for one packet to circulate the 
complete Routing Loop (RL) in seconds (s). 
We assume that fragmentation and packet loss 
do not occur, sincethe basis of this model is on 
counting the number of packets. We assume 
that Ts is smaller than TMax and TMaxis an 
integer multipleof it. The destination is 
removed from the figure as it is not involved 
in the storage model. The symbols are 
summarized in Table 2. 
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Table (2): Symbols and Definitions 
S Source Node 

Rx Router with index X 
Qx Queue with index X 
TS Traffic coming from the Source Node 
TD DQS Traffic which is forwarded to the loop 

TMax Maximum Traffic routers can forward (Pkts/s) 
tRL Time it takes for a single packet to circulate the 

Routing Loop 
tTransit Time since the DQS reaches the R1 for the first 

time until queuing starts 
tSAT Aggregation of  tRLandtTransit 

D Delay  
m Number of routers in the loop 

TNP Total Number of Packets 
QSize Size of the Queue 

 

We consider a scenario in which S starts 
sending the traffic to the network and Rm 
redirects the whole receiving traffic back to 
the loop until R1 starts queuing and then 
dropping the incoming traffic. The objective is 
to add traffic to the loop until the network is 
saturated with the floating packets. We divide 
this period into the following five phases: 
Phase 0: There is no traffic in the network. 
Routers are idle and R1’s queue is empty. 
Phase 1:S starts the traffic and R1 forwards 
the traffic from S. Phase 2: DQS traffic 
traverses the loop and reaches R1 for the first 
time but still MaxDS TTT  . Phase 3: 
Aggregation of S and DQS traffic (Incoming 
traffic of R1) exceeds the maximum 
forwarding rate (outgoing traffic of R1). This 

is the moment that R1 starts sending the 
packets to the queue ( 0,  QTTT MaxDS ). 
Phase 4:R1’s queue becomes full and the 
router starts dropping the packets. Figure 2 
summarizes the details of each phase. 

Based on these phases we define tTransitas the 
time since the DQS reaches R1 for the first 
time until queuing starts. We calculate the 
above variables based on Total Delay (Dtotal) 
for the packet, which includes Queuing 
(DQueuing), Processing (DProcessing), 
Transmission (DTransmission) and Propagation 
(DPropagation) Delays [30]. As DQueuing =0 for 
phases 1 and 2 ( MaxDS TTT  ), the total delay 
of the loop can be obtained as follows: 

 

opagationonTransmissigocestotal DDDD PrsinPr    (1)  

 
Figure (2): Saturation Phases 
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where the total delay with index i (Dtotal i) is 
the total delay of each router and its 
immediate next link. Then the time it will take 
for each packet to traverse the loop and return 
to R1 (tRL) can be calculated based on the total 
delay of the loop as follows, where m is the 
number of hops: 

itotal

m

i
RL Dt 




1

 
 

(2) 

If we assume that all routers and links in the 
loop are identical, we can calculate tRL as: 

totalRL Dmt   (3) 

As we had assumed that TMaxis an integer 
multipleof TS and since it takes n number of 
tRL for Ts to reach TMax, we can write:  

RL
S

Max
Transit t

T
Tt  )1(

 

 
(4) 

We also define tSAT as the aggregation of tRL 
and tTransit as shown in Figure 2: 

TransitRLSAT ttt   
 

(5) 

Therefore the Total Number of Packets (TNP) 
that can be kept in the network in the routing 
loop itself can be determined by equation (6) 
as follows (where tSAT is the time it takes for 
the TS to saturate the network): 

SSAT TtTNP   
 

(6) 

 

By replacing the tTransit and tSAT from the 
equations (4) and (5), we have: 

RLMax tTTNP   
 

(7) 

 

The Maximum Capacity of the loop in terms 
of number of the packets is TNP. Equation 7 
shows that the capacity of the loop in terms of 
the number of packets depends only on 
forwarding rate of the routers and total delay 
of the loop. This capacity does not involve 
routers’ local memories.  The maximum 
forwarding rate of the router and its immediate 

link can also be considered as the maximum 
bandwidth of the path. 

The second part of DQS capacity is the 
aggregation of routers’ memory. Giving the 
floating packets the least possible priority 
makes them spend more time in other routers’ 
queue. Based on Figure 2 with m routers and 
m queues, the total available queue capacity 
(QSIZEtotal) in terms of number of the packets 
for Rm will be: 







1

1
...

m

i
ilocalmtotalm QSizeRQSizeRQSizeR

 
 

(8) 

whereRm.QSIZElocal and Ri.QSIZE arethe local 
queue of Rm and the local queue of the router 
with index i, respectively. Based on equations 
(7) and (8) the total maximum available 
capacity for Rm (in terms of the number of the 
packets) based on the proposed approach and 
the illustrated model can be obtained from (9) 
as follows: 

TNPQSizeRQSizeRQSizeR
m

i
ilocalmtotalm  





1

1

...

 

 
(9) 

However in practice this maximum is too 
idealistic and is not achievable, as the whole 
loop bandwidth cannot be dedicated to this 
technique. The resource consumption of DQS 
can be controlled based on equation (10) 
where TMax can be defined as a percentage of 
the real forwarding rate (Treal). The overhead 
that this technique puts on the routers in the 
loop, in terms of processing is equal to TMax.    

realMax TXT 
100  

 

(10) 

 

At the beginning of this section we made a 
few assumptions to facilitate our discussion on 
the phases and to calculate the capacity. But 
equations (7)-(10) can be generalized to 
majority of the loopswith identical routers and 
links. If routers and links in the loop have 
different characteristics, the pairs of a router 
and its next link with the smallest forwarding 
rate become the bottleneck. Therefore if we 
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consider the bottleneck router as Rm in the 
model presented in Figure 1, all equations will 
still be applicable. All of the presented 
equations are based on the total delay for a 
specific packet size and should be recalculated 
for each size separately if necessary. 

4-2- Simulation Experiments and Results 

In the simulation experiments, we focus on the 
loop dynamic storage capacity and follow the 
model presented in the previous section. The 
goal of the experiments in this section is to 
investigate the effect of different network 
parameters on this capacity and validate the 
presented analytical model. We have 
simulated the presented model shown in 
Figure 3 using OPNET Modeller [31]. Routers 
are connected to each other in a ring topology 
through full-duplex links with different 
number of hops in different cases. All routers 
and links are identical and the network is an 
IPv6 network. The routers construct a loop for 
the traffic which is coming from the Source 
using static route. We disabled the HL 
decrement in the IP forwarding module of all 
of the routers to prevent the packet expiration. 
The fragmentation for the packets is not 

allowed and it is assumed that we exactly 
know how many packets we have in the loop 
at a time. The scenario and phases of the 
simulation is similar to the scenario presented 
in Figure 2.  

Router C receives the traffic from the Source 
and adds it to the loop until C starts queuing 
and then dropping the incoming traffic which 
means that the network is saturated with the 
floating packets and no more packets can be 
injected to the loop. At the end of the 
simulation, we calculate the number of 
generated packets for the period between 
traffic start till queuing. In order to clearly 
observe the changes in different phases, we 
have increased the propagation delay per link 
from milliseconds to seconds and decreased 
the forwarding rate of the router by 103 (in 
comparison with real networks). We used the 
propagation delay as the measure for 
horizontal scale when presenting the results to 
make it identical scale for all graphs. This is to 
make the comparison easier, but in fact it is 
the total delay that is applied. 

 

 

 

Figure (3): Simulated Network Topology 

  
Similar to the presented analytical model, we 
ignore the packet loss and fragmentation as 
there is no queue or congestion in the loop 
boundaries. The packet sizes have been 
selected with respect to the Links’ Maximum 
Transmission Unit (MTU). 

Based on this scenario, we developed 35 
different cases with different network 
parameters. We varied the number of hops, 
maximum forwarding rate of the routers, 
propagation delay, generation rate and the 
packet size. Table 3 lists the details of the 
parameters for each experimental case. 
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The queues of all routers in the loop are empty 
during the simulation time, except for C that 
receives both Source and loop traffics. This is 
expected as the routers are identical. Hence 
the incoming traffic of the routers in the loop 
never exceeds the outgoing traffic. Only C’s 
queue starts growing after its incoming traffic 
exceeds its maximum forwarding rate. 

4-2-1- Impact of Forwarding Rates on the 
Capacity 

The first set of experiments consists of 10 
experiments having two different forwarding 

rates and variable delays (Cases 1 to 10). We 
varied the delay per link with the values of 
0.1, 0.5, 2.5, 5 and 10s. The goal of these 
experiments is to investigate the effect of 
forwarding rate on the capacity. Figure 4 
shows the impact of different forwarding rates 
on the capacity with respect to the variation of 
propagation delay per link. In all predicated 
series, the number of hops is six, packet 
generation rate is 4Pkts/s and the packet size 
is 1024B.  

  

 

Table (3): Simulation constant and variable parameters 

C
ase  N

o
 

N
. of hops

 Maximum 
forwarding 

rate 
(Pkts/s) 

Propagation 
delay per 

link 
(S) 

Generation 
rate 

(Pkts/s) 

Packetsize
 

(B
ytes)

 

1 6 20 0.1 4 1024 
2 6 20 0.5 4 1024 
3 6 20 2.5 4 1024 
4 6 20 5 4 1024 
5 6 20 10 4 1024 
6 6 10 0.1 4 1024 
7 6 10 0.5 4 1024 
8 6 10 2.5 4 1024 
9 6 10 5 4 1024 
10 6 10 10 4 1024 
11 6 10 15 4 1024 
12 6 10 5 4 1024 
13 5 10 5 4 1024 
14 4 10 5 4 1024 
15 3 10 5 4 1024 
16 6 10 10 4 1024 
17 5 10 10 4 1024 
18 4 10 10 4 1024 
19 3 10 10 4 1024 
20 6 10 2.5 2 1024 
21 6 10 5 2 1024 
22 6 10 10 2 1024 
23 6 10 15 2 1024 
24 6 20 2.5 4 512 
25 6 20 5 4 512 
26 6 20 10 4 512 
27 6 40 2.5 4 256 
28 6 40 5 4 256 
29 6 40 10 4 256 
30 6 91 2.5 4 64 
31 6 91 5 4 64 
32 6 91 10 4 64 
33 6 20 2.5 16 1024 
34 6 20 5 16 1024 
35 6 20 10 16 1024 

  



 

 

    
    

    
   

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
    

    
 

  
    

    
 

    
    

    
    

    
   

    
    

    
    

    
    

    
    

    
    

    
    

    
    

  
جل

م
ـ

 فن
ه

ـ
لاع

اط
ي 

ور
ا

ـ
ت 

ا
ی 

حـ
طرا

در 
دس

مهن
 یـ

98  

As can be seen from the series of 10Pkts/s 
forwarding rate, with increasing the delay per 
link from 0.1s to 10s, the capacity (Total 
Number of the Packets (TNP) that can be kept 
in the network) increases from approximately 
30 packets to 600 packets.  It can be similarly 
inferred from the 20Pkts/s series, since the 
capacity of 20Pkts/s forwarding rate series 
increases from around 50 packets to 1200 
packets. A comparison between two series 
shows that by doubling the forwarding rate 
from 10Pkts/s to 20Pkts/s, the capacity 
doubles. For example for 2.5s propagation 
delay, doubling the forwarding rate from 
10Pkts/s to 20Pkts/s almost doubles the 
forwarding rate from 166 packets to 366 
packets. Similarly for the total delay of 60s 
and with 10Pkts/s forwarding rate the capacity 
is approximately 600 packets and for the total 
delay of 60s and with the 20Pkts/s forwarding 
rate, the capacity is approximately 1200 
packets. 

4-2-2- Impact of Generation Rate on the 
Capacity 

The second set of experiments consists of 12 
experiments (cases 3-5, 8-10, 20-22 and 33-
35) having three different generation rates 
(2Pkts/s, 4Pkts/s and 16Pkts/s), two different 
forwarding rates (10Pkts/s and 20Pkts/s), and 
three variable delays (2.5, 5 and 10s). Figure 5 
compares the results obtained from these 12 
different experiments.  In all predicated series, 
the number of hops is 6 and the packet size is 
1024B. The goal of this experiment is to 
investigate the effects of generation rate and 
forwarding rate on the capacity with respect to 
the delay.  

In the first series the packet generation rate is 
4Pkts/s and the packet forwarding rate on the 
routers is 10Pkts/s (Gen 2Pkts/s, Frwrd 

10Pkts/s). In the second series, the packet 
generation rate is 4Pkts/s but the forwarding 
rate remains the same (Gen 4Pkts/s, Frwrd 
10Pkts/s). In the third series the forwarding 
rate is 20Pkts/s (Gen 4Pkts/s, Frwrd 20Pkts/s) 
and in the last case the generation rate is 16 
and the forwarding rate 20 (Gen 16Pkts/s, 
Frwrd 20Pkts/s).  For (Gen 2Pkts/s, Frwrd 
10Pkts/s), when the delay per link is 2.5s, the 
capacity is 186 packets. Increasing the delay 
from 2.5s to 5s and 10s increases the capacity 
to 336 packets and 636 packets, respectively. 
Similarly all other predicated series clearly 
show that the capacity has a linear relation 
with the total delay as it was discussed on the 
previous graph.  As the comparison between 
(Gen 2Pkts/s, Frwrd 10Pkts/s) and (Gen 
4Pkts/s, Frwrd 10Pkts/s), and similarly the 
comparison between (Gen 4Pkts/s, Frwrd 
20Pkts/s) and (Gen 16Pkts/s, Frwrd 16Pkts/s) 
show, decreasing the generation rate slightly 
increases the capacity. This is due to the 
behaviour of the queues and the processing 
model of the routers in the simulator. 
However, the impact is negligible. In the 
analytical model we showed that the 
generation rate has no effect on the capacity. 

4-2-3- Impact of the Number of Hops on the 
Capacity 

The third set of experiments consists of 8 
experiments with fixed generation rates 
(4pkts/s), fixed forwarding rates (10Pkts/s) 
and variable number of hops (Cases 12-19 in 
the table). The scenario has been repeated for 
5s and 10s delay per link and the packet size is 
set to be 1024B. The goal of these 
experiments is to investigate the effect of the 
number of hops on the capacity with respect to 
the delay.  
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Figure (4): Impact of Delay and Forwarding Rate on 

the Capacity 

 
Figure (6): Impact of the Number of Hops on the 

Capacity  
 

 
Figure (5): Impact of Generation Rate on the 

Capacity 
 

 
Figure (7): Impact of the packet size on the Capacity 

 

 

In Figure 6, we have compared the results 
obtained from these experiments. In all 
predicated series, the forwarding rate is 
10Pkts/s and the packet size 1024B. We 
compared two series with two different delays 
per link (5s and 10s) with respect to the 
variation of the number of hops. As is shown, 
since decreasing the number of hops decreases 
the total delay, it considerably reduces the 
capacity. With 5s propagation delay per link, 
decreasing the number of hops from 6 to 5, 4 
and 3 decreases the capacity from 316 packets 
to 264, 214 and 162 packets, respectively.  

4-2-4- Impact of Packet Size on the Capacity 

The fourth set of experiments consists of 12 
cases (cases 8-10 and 24-32) and aims to 
investigate the effect of packet size on the 
capacity with respect to the variation of delay 
per link. We have repeated the experiment for 
packet sizes 64B, 256B, 512B and 1024B with 

respect to 2.5s, 5S and 10s delay per links. In 
all cases, the number of hops is 6 and the 
generation rate is 4Pkts/s. The delay per link 
varies from 2.5s to 10s. However since the 
packet size changes, the forwarding rate of the 
routers varies for different packet sizes, 
although the configuration of the routers 
remains the same. 

Figure 7 shows the impact of changing packet 
size on the capacity. For 2.5s propagation 
delay per link and 64B packet size, the 
capacity is 1327 packets. With 256B packet 
size the capacity is 515 packets. Similarly, 
with 512B packet size the capacity is 279 and 
for 1024B it is 166 packets. These results 
show that the capacity has almost an inverse 
linear relation with packet size and decreasing 
the packet size increases the capacity 
significantly in terms of the number of 
packets.  
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4-2-5- Comparison between Analytical 
Results and Simulation Results 

Figure 8 compares the results obtained from 
the simulation with the results obtained from 
the analysis based on the model for the 35 
cases presented in Table 3.  

As an example, the total number of the 
packets that can be kept in the network in case 
5 is 1236 packets based on the simulation and 
1212 packets based on the model. Amongst 
the cases, the maximum capacity is related to 

case 32 with 64B packet size, 10s delay per 
link, 91pkts/s forwarding rate, 6 hops and 
4pkts/s generation rate. This case has the 
smallest packet size (which leads to the 
highest forwarding rate), longest propagation 
delay per link and highest number of hops 
(which leads to the highest total delay). 
Therefore, the Total Number of the Packets 
(TNP) is 5460 packets based on the model. 
The capacity for this case based on the 
simulation isapproximately 5490Packets. 

 

 
Figure (8): Comparison between Simulation Results and Analytical Model Results 

 
5- The Challenges in DQS Scheme 

One of the major concerns regarding the 
proposed DQS is the trade-off between the 
advantage of achieving decreased packet 
drops and the drawback of having overheads 
in the access networks. The goal of the DQS is 
to save the otherwise discarded packets. 
Although the size of other network storages 
increases rapidly while the costs are falling, 
the speed of the advancements in the storage 
technologies is not comparable to the network 
resource requirements [2]. Furthermore the 
IPv6 protocol expects the routers to keep track 
of each of millions of flows  passing through 
them every hour [32]. DQS enables router to 
have a dynamic memory pool. DQS is 

scalable with as large as any network like 
Internet. The reason is that the DQS capacity 
depends on the network and therefore the 
greater is the network, the greater is the 
capacity. 

According to the IP protocol [24, 28],  if a 
router discards an IP packet, no effort is made 
during the time-out period of the Transport 
layer protocol to retrieve it. Therefore, 
maintaining the packet in the network within 
the time of TCP/UDP time-out is transparent 
to the upper layers. After this period the 
sender is forced to retransmit the packet which 
leads to increasing the bandwidth 
consumption in the whole delivery path. The 
bandwidth is a scarce resource in the network, 
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but in the case of DQS the trade-off is 
between the bandwidth consumption on the 
whole multi-provider delivery path, and fairly 
high bandwidth consumption in the domain of 
a single provider access network. The 
maximum overhead of the technique on the 
bandwidth of the network is a portion of 
incoming traffics. When the traffic has the 
lowest priority, each intermediate router in the 
loop can independently decide whether to 
discard the looping packets (in case of 
insufficient queue space or congestion), or to 
still continue forwarding them.  The 
intermediate routers cannot initiate a new loop 
for the looped FIP packet, as it is marked with 
DiffServ. The bandwidth consumption should 
be carefully engineered based on the network 
parameters and available resources. The 
increase in the ratio between the time-out of 
upper layer and the loop total delay will 
increase the bandwidth and power 
consumption, but at the same time it increases 
the chance of packet delivery. 

Finally, we showed that the forwarding power 
of the routers and the network delay can be 
converted to a virtual storage capacity in 
terms of number of the packets/Bytes. In the 
future networks, this storage can be 
considered as a potential optional solution in 
particular applications in cases that the speed 
of network and its available bandwidth 
exceeds the speed and capacity of traditional 
storages and the storage (e.g. I/O) becomes a 
bottleneck for the network.  

6- Conclusion and Future Work 

In this paper, we proposed a technique that 
utilizes the routing loop to construct a 
dynamic queue storage for IP packets. Based 
on our experiments’ results, we showed that 
the IP packets can be stored/ buffered in the 
network in the form of a traffic flow even in 
absence of static/traditional queue memories. 
Moreover, it is shown that the system capacity 
depends on the packet size, the total delay of 
the packet in the loop and the maximum 
forwarding rate of the routers. This capacity of 

the system can be used dynamically in 
addition to the routers’ memories to form a 
distributed shared queue. Comparison 
between the simulation and analytical results 
validated the proposed model as the trend was 
identical. This technique can be used in the 
future IP networks to prevent the packet drops 
which occur due to storage limitation in the 
routers by sending the delay-tolerant packets 
backward or forward to neighbour networks 
and receive them at a later stage instead of 
early discard. Similarly, the temporary out of 
coverage problem in the wireless/mobile 
networks can be addressed by circulating the 
packets over neighbour access networks. The 
processing overhead, bandwidth usage and the 
time that the packets can be kept in the 
network are manageable. One of the main 
advantages of the technique is that it enables 
heterogeneous networks to share their 
resources using the common IP protocol. This 
is, however, achieved with the cost of 
increasing power and bandwidth consumption 
on the access networks.  

There are several issues and challenges that 
should be addressed in the future regarding 
utilization of this technique. The details of the 
loop construction mechanisms for DQS 
should be addressed in the future works. 
Another problem which may occur is that 
when failures happen in the network, the 
contents may be lost. This may give rise to the 
need for a technique to retrieve the data in 
such circumstances. Investigating the 
efficiency of the technique on a real test-bed 
and with presence of the real network traffics 
is another issue that needs a thorough study by 
researchers. Other applications of the 
proposed technique, such as applying it in 
network measurement and carrying shared 
information (e.g., routing and time server 
information), also require investigation. 
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Synthesis and Optimization of Human Serum Albumin Nanoparticles for 

Drug Delivery Application 
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Abstract 
In recent years, the application of protein nanoparticles has become of more and more interest to the 
pharmaceutical industry.  In this study,Human Serum Albumin (HSA) was used for the synthesis of 
nanoparticles by desolvation method for application in drug delivery system because of 
biodegradablity, owing to the high capacity of drug loading and nontoxiticty. Moreover, the effects 
of different parameters i.e. pH, HSA concentration, agitation speed, glutaraldehyde concentration, 
organic solvent adding rate, the ratio of organic solvent/HSA solution were examined in this research 
and Taguchi method with L16 orthogonal array was implemented to optimize experimental 
conditions. The best parameters for nanobioparticles production were obtained at pH=9, HSA 
concentration: 75 mg.ml-1, ethanol adding rate: 1.5 ml.min-1 and the ratio of organic solvent/HSA 
solution: 4. Under these conditions, the software predicted the 46.625 nm for HSA nanoparticle size, 
which, in experiment 53 nm, was achieved for the nanoparticles. With respect to our study, the 
synthesis of human serum albumin nanoparticles was carried out for the first time and to the best of 
our knowledge, no reference has been found in the literature about using Taguchi method for 
optimization of HSA nanoparticles up to now. 

 
Keywords: drug delivery, nanoparticles, HSA, desolvation method, optimization, Taguchi method  
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Abstract 
Neurofeedback has an important role in the improvement of cognitive performance in both clinical 
and healthy individuals. In a neurofeedback process, the person learns how to self-regulate their brain 
activity and tries to alter their mental state to achieve a desirable brainwave patterns. However, some 
individuals never learn how to modify their brain activities through neurofeedback training. In this 
study, we grouped participants as ‘‘performers’’ or ‘‘non-performers’’, based on their ability or 
inability to modify their brain activity. Then, with feature extraction from early training sessions and 
using a classifier, performers were classified from non-performers. The results showed that using 
multilayer perceptron neural network and with two features extracted from EEG signals of fourth 
neurofeedback session, with 94% accuracy on training data and 82.5% accuracy on test data, 
performers can be distinguished from non-performers. 
 

Keywords: Neurofeedback, Prediction, Successful Training 
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Abstract 
The use of electronic control systems in automobiles has grown rapidly in recent decades. Today 
almost all systems are electronic. Without these systems, today’s cars simply would not be 
operational. In this paper, a new method is proposed to process the signals of wireless sensors in an 
ECU faster; hence, we can use more sensors to control the operation of engine more precisely. To 
verify it, the ECU of Pride Model (ci 5) is reprogrammed with the proposed algorithm and the 
process time is compared to that of the old algorithm. The results show that the process time is 
reduced very much.  

 
Keywords: sensors, CAWT, ECU, algorithm 
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Abstract 
Remarkable lifetime improvement has been revealed by controlling sink movement in Wireless 
Sensor Network (WSN). This paper proposes a framework to be utilized in deadline-based and 
constant bit rate applications for maximizing lifetime of WSN where a sink can move in the 
network, freely. By dividing all sensor nodes into clusters, a Mini Data Collector (MDC) node 
which is responsible for data collection is selected in each cluster; then, the mobile sink must 
harvest sensory data from each MDC at some Harvesting-Points (HPs) in a specific deadline. 
Optimal transmission range and sending time of MDCs is strictly related to the prescribed 
deadline which is purely perceived as criticalness level of applications. Proposing a Mixed 
Integer Linear Programming (MILP) analytical model for maximizing lifetime of WSN in 
deadline-based applications through designing sink trajectory and determining mobile sink 
sojourn time at harvesting-points is the novelty of this paper. Comprehensive investigation on 
proposed algorithm parameters has been accomplished in simulation section and the proposed 
algorithm superiority to the stationary sink scheme and predefined trajectory algorithms has been 
revealed. 
 

Keywords: Wireless Sensor Network; mobile sink; deadline-based application and MILP model 
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Abstract 
This paper presents a system, which detects malicious HTTP request and obtains the lowest false-
positive rate with high detection rate. For this purpose, each extracted feature of a HTTP request is 
modeled by multiple hidden Markov models as a classifier ensemble. HMMs outputs of an ensemble 
are fused to produce a probabilistic value, showing normalcy of corresponding feature. In this 
system, instead of a threshold, a fuzzy inference is applied to produce a flexible decision boundary. 
So, fuzzy sets and rules of decision module are formed manually; next, output of each HMM 
ensemble is converted into a fuzzy value with respect to fuzzy sets. Finally, a fuzzy inference engine 
uses these values to produce output that indicates whether the HTTP request is normal or abnormal. 
Experiments show that this approach is flexible and has acceptable accuracy in detecting requests 
close to the decision boundary, and false-positive rate is 0.79%. 

 
Keywords: hidden Markov model ensemble, fuzzy inference, multiple classifier, fusion, soft 
boundary, detection rate, false positive rate 
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Abstract 

In the future Internet, due to the extensive Quality of Service (QoS) and traffic/flow management 
schemes developed for real-time traffics, the  packet drops that occur in the non real-time and delay 
tolerant traffics increase significantly especially over the access networks. Furthermore temporary 
out of coverage which is common in wireless and mobile networks also leads to early packet drops. 
This packet drops in turn, cause considerable degradation of performance especially for large packets 
and over the long paths due to retransmission in upper layer. To address this issue, we propose the 
Distributed Queue Storage (DQS) for delay-tolerant traffics. This technique utilizes a preconfigured 
routing loop in order to construct a virtual storage over the queues of all routers in the loop. 
Therefore instead of early drop, non real-time and delay tolerant traffics can be sent backward or to 
the neighbor networks which have considerable resources compared to the network which is the next 
destination of the packet, to be returned to the router with some delay. We present the DQS model 
and focus on its loop-delay storage dynamic capacity. The parameters that affect this capacity are 
also discussed. In addition, we show that the loop-delay dynamic capacity only depends on the 
forwarding rate of the routers and the loop delay.  

 

Keywords: Dynamic Storage . Distributed Queue . Hop Limit .IPv6 . Routing Loop . Non Real-time 
Traffic 
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